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Abstract

Document image retrieval is a fundamental task for improving document under-
standing, where the goal is to retrieve relevant images in the document and to
answer the question from the user. Unlike other text-to-image tasks, which mainly
focus on the alignment between image caption and natural image, document im-
age retrieval requires the model to understand the question from user and return
related table image or scientific image. The significant domain difference be-
tween image caption and user question, as well as natural image and scientific
images, prevents the off-the-shelf retrieval model from becoming applicable. To
systematically study the degradation, we curate a novel multi-lingual Document
Question-Image Retrieval benchmark, DocQIR, that covers questions in 5 different
languages. Our preliminary study shows that off-the-shelf retrieval models fail to
retrieve documents images when questions in various languages are presented. To
address this issue, we proposed a novel architecture, DocQIR-Emb, that leverages
a multi-lingual text embedder and a VLM to encode a question and an image into a
shared feature space. Since the multi-lingual embedder is trained to align text in
different languages, the text embedder is frozen and only the VLM is optimized.
Experiments show that DocQIR-Emb outperforms the baseline by at least 40% on
the proposed DocQIR dataset and the gain is consistent across table image and
scientific image. Different architecture designs are also ablated to demonstrate the
effectiveness of DocQIR-Emb.

1 Introduction

Answering questions from complex documents has been a long-established research topic, which
requires a system to first comprehend the query from a user and then leverages the information in the
document to answer the query. A popular approach is to first ingest the documents and extract entities
like text chunks, tables, images and other information from the documents, as shown in Figure m
Then, relevant entities are retrieved as a supporting context to answer the query. This pipeline
has led to a series of document understanding tasks in the literature, including document layout
analysis [62, 56l 49} 6], document retrieval [[16} 57,58} 164]], structure table parsing [28} 45,155} 139]]
and optical character recognition (OCR) [34}51]]. Despite the advance of these techniques, retrieving
relevant images from the document that contains the answer to an user’s query remains challenging
and under-studied. In this work, we refer to this problem as Question-Image Retrieval (QIR), which
is a fundamental task to allow the user to ask question about an image.

While the problem of QIR shares the same fundamental concept of text-to-image (T2I) retrieval [43}
7, 241 141]], where the goal is to retrieve images that matches the input text query, we hypothesize
most of the techniques developed for T2I retrieval are not applicable. This is due to the manner
that existing T2I methods are trained and how the T2I datasets are curated. First, despite the large
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Figure 1: Illustration of Question-Image Retrieval (QIR) task. A QIR system aims to retrieve relevant
scientific images or table images that accurately answer a user’s question, while also being robust to
queries in multiple languages, enabling effective information retrieval across linguistic boundaries.

number of T2I datasets, most of these datasets uses image description as text query and the models
[43 148l 37,18 10] trained on these datasets only have decent performance when the input query is
an image description. For example, it is known that the performance of CLIP-[43] based methods
degrades when the query contains questions or negations [38} 142} [35]. This limitation hinders the
practical use cases where the user inserts a question (e.g. “What is the largest city in Mexico?”),
as shown in Figure[I] In addition, since most of the existing T2I datasets do not contain scientific
images (e.g. bar charts and flow charts), existing methods trained on these datasets underperform on
scientific images, which have a significant visual difference than natural images. This indicates that
these existing methods cannot be used in tasks related to document analysis, which contains many
scientific images. Furthermore, in practice, the user can ask questions in different languages about
the same scientific image and the QIR system should be multi-lingual as in Figure[I] This poses a
more challenging problem to the existing T2I solutions as most methods are not multi-lingual.

In this work, we tackle the challenges of QIR in document understanding by introducing a novel multi-
lingual QIR dataset, dubbed DocQIR. This dataset comprises S00K question-image pairs for training
and 2,444 question-image pairs for evaluation, with a unique characteristic: all images are scientific
images and table images, and all text queries in the test split are questions in 5 different languages.
To support queries in multiple languages, we propose a novel multi-modal embedder, DocQIR-Emb,
which consists of a visual embedder and a multi-lingual text embedder. Specifically, we leverage
an off-the-shelf multi-lingual text embedder to encode the query into a text embedding, allowing us
to decouple the problem of mapping positive question-image pairs into the same embedding space
from the challenge of mapping text in different languages into a shared embedding space. For image
encoding, we adopt a visual language model (VLM) as the backbone pre-trained on numerous visual
language tasks. We pass the image and a fixed prompt (“What is shown in the image?”) to the
VLM and utilize the output embedding associated with the last input text token to present the image
content. The resulting embedding is then projected to ensure dimensionality alignment with the text
embedding, enabling effective multi-modal retrieval.

Our experiments demonstrate that the proposed DocQIR-Emb model achieves significant improve-
ments over the baseline, with a minimum gain of 40% on the multi-lingual question image retrieval
task. More importantly, this performance gain is consistent across both the scientific image subset and
the table image subset of the DocQIR dataset, highlighting the model’s robustness and generalizability.
To further validate the design choices underlying DocQIR-Emb, we conduct an extensive ablation,
examining the impact of its architectural components and training dataset on its performance.

Overall, this work makes three key contributions to the field of document understanding. Firstly,
we formalize the Question-Image Retrieval (QIR) setting, a crucial component of document un-
derstanding that has been largely overlooked, accompanied by an analysis of current limitations
of existing datasets and models - namely the visual context mismatch between natural images and
document-specific images, as well as the lack of support for multi-lingual user queries. Secondly,
to address these gaps, we propose a novel DocQIR dataset and a specially designed multi-modal
embedder, DocQIR-Emb, tailored to the QIR task. Finally, our extensive experiments demonstrate
that DocQIR-Emb significantly outperforms existing baselines by a substantial margin, showcasing
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Figure 2: Example question in 5 different languages associated with (top) scientific image and
(bottom) table image. Please refer to appendix for more examples.

its effectiveness in retrieving relevant images for queries in various languages and establishing a new
state-of-the-art in QIR for document understanding.

2 Related Work

2.1 Document Question Answering

Document Question Answering is a specialized task that involves answering natural language ques-
tions about document pages. Unlike traditional text-based QA systems, document QA models
typically leverage multi-modal features, combining textual content, positional information of words,
and visual elements of documents. This approach enables systems to understand both the semantic
content and the visual structure of documents, making it particularly effective for complex document
types. A popular pipeline is to first extract text and layout [62] [6]], search for relevant
context related to the question and pass the retrieved context and the question to the model for
generating the response. Another line of research streamlines the pipeline by treating each document
page as an image and retrieve the relevant document page related to the query [16]]. The retrieved
document page and the query are then passed to the visual language model (VLM) [11}, 3 [3]
to perform the Document Question Answering. Despite the latter approach reduce the effort of
parsing the document, this pipeline cannot generalize to other tasks, such as extracting images from
documents. Please refer to the Document Question Answer survey paper for more details. In
this paper, we focus on the question-to-image retrieval in the first pipeline.

2.2 Text-Image Retrieval

Text to image retrieval has wide applications where the goal is to retrieve images relevant to the
input text. One of the most prevalent research direction is the CLIP-based method [43]. CLIP
based methods have dual encoder that encode the text and visual input, respectively, and produces
the text and image embedding. For the visual towers, CNN based encoder and ViT are commonly
adopted. The former (i.e. ResNet [18]) converts the image into grid latent representation and a
pooling layer is applied on the grid representation to obtain the image embedding, while the later
use the classification token of the vision transformer as the image embedding. For the text encoder,
encoder based model such as BERT and T5 [44] are used and the embedding associated to the
classification token is used to represent the input text. Both the visual encoder and the text encoder
are usually pretrained on the large multi-modal corpus (i.e. LAION-5B [46] and Datacomp [17]).
To train the text and visual encoder, contrastive loss function (e.g. InfoNCE loss) are optimized,
where text and image embeddings from positive pairs are pull together and vice versa. Despite the
zero-shot generalization of CLIP based methods on different visual domains, it is known that the



Table 1: Comparison between the proposed DocQIR dataset with existing datasets. The first block
shows dominant T2I datasets with natural images and captions. The second block features datasets
with questions, but none focus on scientific or table images, making DocQIR unique in this domain.

Dataset Task Text Type Image Type Language
CC3M [48] Retrieval Caption Natural Image English
LAION-5B [47] Retrieval Caption Natural Image English
Encyclopedic VQA [33] | VQA & Retrieval = Question Natural Image English
VIiQuAE [25] VQA & Retrieval  Question Object Entity En
OVEN [19] VQA Question Natural Image En
OK-VQA [31] VQA Question Natural Image En
Vidore [16] VQA & Retrieval  Question PDF page En, Fr
M-LONGDOC [12] VQA & Retrieval ~ Question PDF page En
REAL-MM-RAG [39] | VQA & Retrieval  Question PDF page En
Wiki-SS [29] Retrieval Question  Web screenshots En
SlideVQA [53] VQA Question Slide En
VISA [30] Retrieval Question PDF page En
. . Scientific Image .
DocQIR Retrieval Question & Table Image En, Ja, Ko, Pt, Hi

performance of these methods have short context length (typically 77 tokens for CLIP) and tends to
degrade when the input text contains negation [38 42 |35]]. To address these issue, LongCLIP [[60]]
increases the maximum input length of CLIP from 77 to 248, by performing non-linear positional
embedding interpolation. JinaCLIPv2 [22]] retrained a text embedder that support long context, while
LLM2CLIP [21] adopts the existing LLM models with large context length. Both the text embedding
extracted from JinaCLIPv2 and LLM2CLIP then aligned with visual encoder. Unlike prior works, we
proposed a novel architecture that leverages VLM and multi-lingual text embedder, and show that
such design outperform prior works.

2.3 Visual Language Model

Visual language model endows the large language model (LLMs) comprehending the visual input
(i.e. image, video and etc.) and performing visual question answer (VQA). One of earliest works
is LLavA [27], which connects the visual domain and the language domain with a projector. More
specifically, the projector takes the input image and converts it to a set of visual embeddings that lie
on the shared space as the text embeddings. Over the past few years, series of VLM are presented in
the literature, such as Idefics3 [23]], Intern VL [[11]], QwenVL [3]] and etc. These proposed methods
advances the VLM from different perspectives. For example, Llama4 proposed to use a visual
projector with a mixture of expert LLM as the VLM design. Idefics3 [23] and Llama2 proposed to
use cross attention to connect the visual input and the LLM. InternVL and QwenVL series advance
the visual encoder dynamic resolution design, so there are less limitation on the image resolution and
supports multi-image computation. Please refer to the recent VLM survey [61} 26] for more details.

While VLM are mostly used for VQA, DSE [29] is one of the pioneer works that proposed to use
VLM to extract visual embeddings. Unlike traditional visual encoder, such as ResNet [18]] or ViT [15]],
using VLM to extract image embedding tends to preserve the semantic representation of the image,
as it is already well aligned with the LLM. Unlike DSE, which uses the VLM to encode both the
text and image, we decouple the text encoder from the VLM and show that our framework is able to
support multi-lingual question image retrieval and outperforms prior works.

3 Question Image Retrieval Dataset

Table [T] presents a comprehensive overview of existing text-to-image datasets, highlighting their
characteristics and limitations. The first block of the table illustrates the dominant type of text-to-
image pretraining datasets, which predominantly consist of natural images as the visual source and
image captions as the textual source. This category encompasses a plethora of datasets, including
but not limited to [8} 4847, 17 26l], which have been widely utilized for pretraining text-to-image
models. Due to space constraints, we only provide a selection of popular datasets from this category,
and refer the reader to a recent survey paper [26] for an exhaustive review.



In contrast, the second block of the table highlights datasets characterized by the use of questions
as the textual source. However, upon closer inspection, it becomes apparent that none of these
datasets specifically focus on scientific images and table images, which are the primary targets of our
dataset. While there exist some document-related datasets, such as SlideVQA [53]] and Vidore [16],
our experiments demonstrate that multi-modal embedders, including ColPali [[16]], trained on these
datasets do not generalize well to scientific images and table images. Specifically, as detailed in
Section 5} our experiments reveal that the performance of these embedders degrades significantly
when applied to our target domain, underscoring the need for a specialized dataset.

To overcome these limitation, we propose the DocQIR dataset by leveraging the existing datasets on
scientific images and table images, which provide a rich source of visual content for our task. More
specifically, we sample 280,000 images from Pubtables1M [50], 32,719 images from ChartQA [32],
44,285 from ChartVE [20] and 147,796 images from SPIQA [40], to curate around 500K training
examples. For each image, we utilize the existing visual language models [3} 5, [1], to generate a
question about the image. This approach allows us to create a large-scale dataset of image-question
pairs, where each question is designed to probe the visual content of the corresponding image.

Furthermore, we only include questions in English in the training split of DocQIR. This design
choice is motivated by our findings, which suggest that training with multi-lingual questions does
not provide significant benefits in terms of performance (see Section [5]for a detailed analysis). By
focusing on a single language, we can simplify the training process of our multi-modal embedder, as
we can decouple the challenging task of aligning multiple languages with the already complex task
of aligning visual and textual modalities. This simplification enables us to focus on optimizing the
performance of multi-modal retrieval, rather than on handling linguistic variations.

For the testing split of DocQIR, we have created a multi-lingual testing split that allows for a more
nuanced analysis of model generalizability and robustness. Specifically, we use LLM [54] to translate
the English version of the questions into four additional languages, namely Hindi, Japanese, Korean,
and Portuguese. The testing split of DocQIR is further divided into two distinct subsets, each
containing a specific type of visual content. The first subset consists of 1,444 scientific images and
the second subset comprises 1,000 table images. Figure 2] shows an example for each subset with
questions from different languages. By evaluating model performance on these two subsets separately,
we can gain insights into the performance of different models on different types of visual data.

4 Method

In this section, we proposed a multi-lingual multi-modal embedder for the task of document QIR. We
refer the proposed framework as DocQIR-Emb in the following.

4.1 Architecture

Given a dataset D = {(g;,v;)}.,; comprising pairs of question ¢; and image v;, our proposed
framework, DocQIR-Emb, aims to generate a dense text embedding and a corresponding image
embedding for each (g;,v;) pair. To facilitate multi-lingual text input and enable the model to
effectively process queries in various languages, we leverage an off-the-shelf multi-lingual text
embedder T, specifically the BGE-m3 model [9]], to encode the question g;, resulting in the text
embedding e] = 7 (¢;). This design choice is motivated by the fact that pre-trained multi-lingual
text embedders have already learned to map semantically equivalent text in different languages to
a shared feature space, thereby reducing the complexity of aligning multi-modal and multi-lingual
embeddings during training. Furthermore, our framework is designed to be flexible, allowing for
seamless integration with existing multi-lingual text embedder, making it a plug-and-play solution
that can be easily adapted. By doing so, we can focus on optimizing the image embedding and the
overall framework, while leveraging the strengths of pre-trained language models, and avoiding the
need for extensive retraining or fine-tuning of the text embedder.

To effectively encode the visual information present in an image v;, we leverage a pretrained vision-
language model (VLM) V (i.e. Qwen2-VL). Most VLM has been extensively pretrained on a
large-scale image-text corpus, encompassing a diverse range of downstream tasks such as OCR, VQA
and image captioning. The pretraining process enables ) to develop a robust understanding of the
intricate relationships between visual and text modalities.
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Figure 3: Architecture of the proposed DocQIR-Emb.

To encode the image v;, we employ a prompt p with the text “What is shown in the image </s>” and
pass it along with the image to V. Rather than generating a descriptive text for the image, we extract
the output embedding of the last token of the prompt, specifically the </s> token of the prompt p, to
represent the image description. The image embedding can then be computed as e} = P o V(p, v;),
where P is a projector that maps the embedding output from VLM to the same dimension as the
text embedding. After embedding the input image v; and question ¢;, the dataset then becomes
D ={D,,D,}, where D,, = {(e?)}}, and D, = {(e)}},. Note that the prompt p remain fixed
for all images and e} and €] are normalized.

4.2 Optimization

To train the VLM and the projector in DocQIR-Emb, we sample batch size of B from the dataset D
for each gradient update, where D, = {(e?)}2 | and D, = {(e?)}2 , denotes the sampled batch.
For the sampled image embeddings D,, we compute the InfoNCE loss with respect to the image

embeddings as shown in Equation[I] where 7 is the is a temperature hyperparameter that controls the
sharpness of the distribution and is set to 0.01 in our experiments.

B vT _q
. exp(e]” ef)/T
L(DvaD ) = —ZOQ - - ’
¢ ; D i1 Bt wp(efTe?‘)/T

ey

Similarly, we can compute the InfoNCE loss with respect to the question embeddings as shown in
Equation 2]

. - eap(ed” e?)/r
L(Dg, Dy) = —log . 2
qT v
i=1 22j=1...B,j#i exp(e; ej)/T

The Equation [3|shows the overall loss function.

1 A A A A
L= 5* (L(Dy, Dq) + L(Dgq, D,)). 3)
During training, we only optimize the VLM and the projector, as shown in Figure[3] During inference,

the proposed DocQIR-Emb supports question in different languages and produce a text embedding,
which aligns with image embedding associated with the targeted retrieved image.

S Experiments

In this section, we discuss experiments for evaluating the effectiveness of DocQIR-Emb. All
experiments are conducted on a single node 8 Nvidia A100 GPU, using Pytorch [2].

Training Details All experiments use AdamW optimizer and the learning rate is set to Se-4 and
weight decay 0.05. The model is warmup for 2000 steps and trained for 2 epochs with batch size of



Table 2: QIR result on the table image subset of the DocQIR test set.
Method _ Mean RR@1 . Mean RR@5
En Hi Ja Ko Pt En Hi Ja Ko Pt
MegaPairs [63] 0.089 0.009 0.012 0.009 0.060 || 0.121 0.013 0.021 0.018 0.076
Nomic-v1.5 [36] | 0.030 0.008 0.008 0.008 0.017 || 0.048 0.011 0.013 0.015 0.027
JinaClip-v2 [22] | 0.226 0.133 0.170 0.159 0.210 || 0.273 0.176 0.223 0.213 0.261
LongCLIP [60] 0.334 0.032 0.053 0.039 0.116 || 0.388 0.040 0.072 0.056 0.143
LLM2CLIP [21] | 0.278 0.119 0.205 0.213 0.247 || 0.339 0.157 0.269 0.264 0.316
ColQwen2 [16] | 0.556 0.128 0.362 0.290 0.409 || 0.620 0.163 0.439 0.353 0.476
ColPali-v1.3 [16] | 0.498 0.167 0.338 0.268 0.390 || 0.558 0.211 0.405 0.337 0.461
DocQIR-Emb 0.845 0.580 0.803 0.755 0.822 || 0.877 0.643 0.843 0.803 0.863

64. For the text encoder, BGE-m3 [9] is used and kept frozen through the training. For the visual
encoder, the weight of the VLM is initialized with the pretrained weight from DSE [29] and the
projector is randomly initialized.

Metric To evaluate the performance of DocQIR-Emb model and existing baselines, we employ
the reciprocal rank (RR)@K as our primary evaluation metric. This metric is particularly suited for
assessing the ranking quality of image retrieval systems, such as the one proposed in this work. Given
a question query, the RR@K metric considers the top K retrieved images, where the images are sorted
in descending order based on their similarity scores with respect to the query. The reciprocal ranking
is then computed on these top K images by measuring the position of the ground truth image within
the ranked list. The reciprocal rank is defined as the multiplicative inverse of the rank of the ground
truth image, i.e. ﬁ, where the rank is the position of the ground truth image in the sorted list. In
our experimental setup, we consider multiple values of K, specifically K = 1, 3, 5, 10, to provide a
comprehensive understanding of our model’s performance across different retrieval scenarios. By
evaluating the RR@K at these various K values, we can assess the ability of our DocQIR-Emb model
to retrieve the ground truth image at different positions within the ranked list.

Dataset To evaluate our proposed approach, we utilize the training and testing split of the DocQIR
dataset. Specifically, we employ around 500K question-image pairs for training, unless otherwise
specified. Notably, our experiments reveal that training with multi-lingual questions does not provide
significant benefits, likely due to the fact that the pre-trained text encoder already possesses robust
language-agnostic capabilities. Consequently, we keep the pre-trained text encoder frozen during
training, thereby avoiding unnecessary complexity and computational overhead. For evaluation, we
assess the performance of all models on two distinct subsets of the DocQIR dataset. The first subset
consists of 1,444 visual question answering (VQA) pairs on scientific images and the second subset
comprises 1,000 VQA pairs on table images. Performance for both subsets are reported.

5.1 QIR Performance

We conduct a comprehensive evaluation of the proposed DocQIR-Emb against the baseline models
on two subsets of the DocQIR testing split (table and chart images). Table 2] summarized the result of
both RR@1 and RR@5, when the proposed model and the baselines are evaluated on the table image
subset of DocQIR test set. Our results indicate that while most baseline models exhibit satisfactory
performance when the text query is a descriptive caption and the image is a natural image, they
struggle to retrieve the correct table image when the text query is a question. This discrepancy
highlights the limitations of standard training pipelines and datasets that primarily focus on image
captioning and natural images. The inability of these models to effectively handle the table images
and question-based text queries underscores the need for specialized models like DocQIR-Emb. As
show in the table, DocQIR-Emb outperforms all the baseline by at least 40%, under both RR@1 and
RR @5 across all different languages.

Table [3| further compares the second subset of the DocQIR test split on chart images. Our evaluation
reveals that DocQIR-Emb outperforms all baseline methods by at least 30%. This finding is consistent
with our previous observation on the table image split, where DocQIR-Emb demonstrated superior
performance. However, a notable difference emerges when comparing the overall performance across
the two splits. Specifically, the results in Table [3|show higher performance for almost all methods
and languages, indicating that retrieving scientific charts is a relatively simpler task compared to



Table 3: QIR result on the chart image subset of the DocQIR test set.

Method _ Mean RR@1 . Mean RR@5
En Hi Ja Ko Pt En Hi Ja Ko Pt

MegaPairs [63] 0.107 0.008 0.012 0.005 0.044 || 0.161 0.010 0.020 0.009 0.070
Nomic-v1.5 [36] | 0.391 0.015 0.036 0.021 0.211 || 0.449 0.022 0.052 0.035 0.264
JinaClip-v2 [22] | 0.602 0.404 0.519 0.490 0.563 || 0.668 0.475 0.591 0.556 0.631
LongCLIP [60] | 0.631 0.019 0.116 0.041 0.265 || 0.681 0.028 0.154 0.059 0.326
LLM2CLIP [21] | 0.578 0.349 0.458 0.470 0.501 || 0.644 0419 0.543 0.551 0.571
ColQwen2 [16] | 0.684 0.141 0.480 0.349 0.497 || 0.760 0.192 0.566 0.438 0.581
ColPali-v1.3 [16] | 0.663 0.296 0.506 0.436 0.537 || 0.751 0.377 0.601 0.531 0.634

DocQIR-Emb 0.909 0.664 0.861 0.835 0.882 [ 0.932 0.732 0.898 0.876 0.915

Table 4: Ablation of different vision embedder and training datasets. For all the experiments in this
study, we fix the text embedder as BGE-m3 [9]]. We adopt the pretrained weight from EVA-CLIP [52]
to represented CLIP style vision encoder.

Vision Training Table Image - Mean RR@1 Scientific Image - Mean RR@1
Embedder Dataset En Hi Ja Ko Pt En Hi Ja Ko Pt
EVA-CLIP CC3M [48] | 0.019 0.010 0.019 0.012 0.014 | 0.211 0.113 0.152 0.148 0.172
EVA-CLIP CCI2M [8] | 0.020 0.011 0.021 0.015 0.016 | 0.197 0.117 0.159 0.130 0.180

EVA-cLIP COMIEESI 16014 0010 0019 0009 0013 | 0198 0.109 0154 0149 0.167
(Translated)

EVA-CLIP DocQIR 0209 0.116 0.166 0.156 0.187 | 0.364 0.202 0.292 0.283 0.311
[ VLM DocQIR [ 0.845 0.580 0.803 0.755 0.822 [ 0.909 0.664 0.861 0.835 0.882 |

retrieving table images. We attribute this difference to the inherent complexity of table images, which
often contain heavy contextual text and intricate structures that require more sophisticated reasoning.
In contrast, scientific charts typically exhibit more straightforward visual structures, making it easier
for models to capture relevant features and establish relationships between text and image elements.

When comparing the performance of Table 2] and Table [3] across different languages, we observe
that question written in English achieves the best performance, followed by Portuguese . Among all
5 languages, Hindi is the most challenging one and have approximately 0.2 performance drops on
average compared to other languages.

Furthermore, our analysis highlights the importance of leveraging VLM in document image retrieval
tasks. Baseline models that utilize VLM, such as ColQwen2 and ColPali, consistently outperform
those that rely on encoding images with Vision Transformers (ViT) [L5] or convolutional neural
networks. The superior performance of VLM-based models can be attributed to their ability to jointly
learn visual and linguistic representations, enabling more effective fusion of text and image features.
By learning to represent both modalities in a shared embedding space, VLMs can capture subtle
relationships and nuances that might be missed by models that process text and images separately.

5.2 Ablation Study

We analyze the performance of DocQIR-Emb from different perspective, including the architecture
design, the affect of pretraining dataset to the performance across different languages and metrics.

Training dataset Table[d]compares the use of different training dataset. The first row shows the
configuration where the CLIP-style vision encoder is used and optimized using the CC3M [48]
datasets. Unfortunately, due to the large visual domain gap between the image content in CC3M
and the DocQIR dataset, this configuration does not perform well for both table image and scientific
image split. The second row further extends the training dataset by nearly 4 times with the use of
CCI12M [8] and, again, suffers from the large domain gain between natural image and images in the
documents. In addition, we also translate the CC3M into 5 languages using off-the-shelf LLM (i.e.
Gemma [54]) and perform training on the CC3M(Translated). During training, question of different
languages are randomly sampled to align with the associated image. Row 3 shows the performance
and it shows that training with question of multiple languages does not improve the performance
over that trained on vanilla CC3M. This also highlights the importance of using a multi-lingual
text embedder, which is already capable of mapping text in different languages into a similar text
embedding. Finally, row 4 and row 5 adopt the DocQIR training set and dramatically improve the
performance over the counterpart that uses CC3M or CC12 as training dataset. This highlights the
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Figure 4: We demonstrate the effectiveness of our proposed DocQIR-Emb in retrieving relevant
images for questions in multiple languages. The top row displays questions in Portuguese (left),
Japanese (middle), and Hindi (right), along with their English translations. The middle row shows the
most relevant images retrieved by the CoPali model [[16]], which fails to retrieve the correct images. In
contrast, the bottom row shows the images retrieved by our DocQIR-Emb model, which successfully
retrieves the correct images associated with each question, highlighting its superior performance.

challenges of generalizing existing multi-modal embedder to documents, which are mostly trained on
natural image datasets with image caption.

Architecture While row 4 and row 5 of Table [4|are trained on the DocQIR training set, they adopt
different variants of the DocQIR-Emb design. Row 4 uses CLIP-style vision encoder (ViT based),
while Row 5 adopts the VLM to embedding the image. Given that VLM is pretrained on large
multi-modal dataset with various downstream tasks, we can see that using VLM beats CLIP-style
vision encoder by at least 0.4 points for both testing subset and languages.

Qualitative Results Figure {d|illustrates three examples of our DocQIR-Emb model’s performance
in retrieving relevant images for query questions in multiple languages, including Portuguese (left),
Japanese (middle), and Hindi (right). The objective is to retrieve the most relevant image that can
serve as supporting context to answer the input query. To evaluate the effectiveness of our approach,
we compare the quality of the retrieved images between DocQIR-Emb and the CoPali model, which
ranked second in our experiments (see Table 2]and Table[3). As shown in Figured] CoPali retrieves
images with content that is unrelated to the query, whereas DocQIR-Emb successfully retrieves the
correct images associated with each query, demonstrating the superior performance of our model.

6 Discussion, Societal Impact and Limitations

In this work, we introduce a novel dataset and a multi-modal embedder for question-image retrieval
(QIR). Our proposed dataset is motivated by the limitations of existing multi-modal datasets, which
are dominated by natural images and their corresponding captions. As a result, models trained on
these datasets often struggle to retrieve relevant images from documents. To address this challenge,
we propose the DocQIR-Emb, which achieves a significant improvement of over 40% compared
to prior models. This substantial gain demonstrates the effectiveness of our approach in retrieving
correct images from documents, and underscores the importance of developing datasets and models
that are tailored to the specific requirements of question-image retrieval in document understanding.
Limitations: While our multi-modal embedder is trained on visual content that does not contain

unsafe material, we do not have safeguards to prevent its potential misuse. The investigation of unsafe
visual content, including the methods to detect potential misuses, is outside the scope of this work.



Societal Impact: We envision the concept of DocQIR will stimulate further research of multi-modal
datasets for document understanding. Furthermore, our proposed DocQIR-Emb introduces a novel
design multi-modal embedders for QIR task, offering a foundation for future research in this field.
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A Additional DocQIR example

Figure [5]to 8] provide further examples from the scientific image subset and the table image subset of
the proposed DocQIR dataset, highlighting its extensive coverage of various scientific image types.
Specifically, the scientific image subset includes diverse formats such as line charts and bar charts that
come in both vertical and horizontal orientations. The table image subset is equally comprehensive,
featuring tables designed with multiple rows and columns to represent complex datasets. Each image
is paired with a set of questions that are translated into five different languages, ensuring accessibility
and facilitating multilingual research applications.

Scientific image

Table image

Life expectancy (from birth) in Poland ,

Life expectancy i

from 1885 to 2020

Question in five languages

English: What was the lowest life expectancy in Poland from 1885 to 20207
Hindi: 1885 & 2020 dd UeTs # Ta & Sta afigy am?

Japanese: 1885Fh 52020 £ THR—5 >V F nREFHBRENCSVTLEN?
Korean: 18851 E{ 2020E7t2| Z2AS0|M 71 2 Bat £ 2 LOpiL2?
Po

Portuguese: 0 que foi a expectativa de vida mais baixa na Polénia de 1885 a 20207

English: What is the significance of the asterisks in the table?
Hindi: gaeids Bt arsan § 31T 31 0T &1 /e dd &aT 22

Japanese: ROEBNERFMATT A ?

Korean: 0| g1 H7} 2|0|5H= 240] 29017t?

Portuguese: O que é o significado das estrelas na tabela?

Figure 5: Additional question-image pairs in the proposed DocQIR dataset. Top: Example from the
scientific image subset. Bottom: Example from the table image subset.

Scientific image

Table image

Main import partners of Sweden in 2019,
by import value (in million SEK)

Country

1 searches with highest searchistudy ratio from

ICPSR's website,

Question in five languages

English: What was the main import partner of Sweden in 2019?
Hindi: 2019 # HAST P 44 37T ATSICR B T2

Japanese: 2019F 122V 1 —F Y DEBLRBAN—F F—@FH#HTL LN ?
Korean: 2019 AQJHIS| 22 49 MEHE SRAASLIIN?

Portuguese: Quem foi o principal parceiro de importagao da Suécia em 2019?

English: What is the search:study ratio for the keyword search "demoralization™?
Hindi: GAA 20Ter ot 2Mere a3 BT & Qg RTEr \GHA\' @ |fe?

Japanese: ¥—7—FRR"TE—7 71— ar " oRkER  #BEETTr?

Korean: CHS2 2440 \'CIR 2[R0\ 0l CiE 244318 HISS Loin ABLICH
Portuguese: Qual é a razdo de pesquisa: estudo para a pesquisa de palavras-chave

"demoralizagao”?

Figure 6: Additional question-image pairs in the proposed DocQIR dataset. Top: Example from the
scientific image subset. Bottom: Example from the table image subset.
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ITic Image

Scient

Table image

Chad : Infant mortality rate from 2009 to
2019 (in deaths per 1,000 live births)

g
g
3
5
g
£
%
§
H

Question in five languages

English: How many deaths per 1,000 live births were there in 2009?
Hindi: 2009 # TRaf &R sftafd wRaTe # Pfa gag & e &2

Japanese: 2009F 01,000 A\ E R NFETERF[TL =1 ?

Korean: 2009A0f 1,000 2| $Z0t7| g AlY2L 42 FHUIIR?

Portuguese: Quantas mortes por cada 1.000 nascimentos vivos houve em 2009?

English: What is the difference in the percentage of African American and Caucasian subjects
who are male?

Hindi: 3R 3mRIdA 3R BaPTST afval & RaRrd B i war 87

Japanese: 772 YNRT AV WAENV A 9RT XY D ADOB HoBIGORVRATT A ?

Korean: OFZL2|7HA| 0|1t #4QI0| 4 Hof| w2 B 89| 20|7} foRI7ta?

Portuguese: Qual é a diferenga no percentual de sujeitos africanos americanos e caucasianos

que sdo do sexo masculino?

Figure 7: Additional question-image pairs in the proposed DocQIR dataset. Top: Example from the
scientific image subset. Bottom: Example from the table image subset.

Scientific image

Table image

of own ships
operators
APk
Antong Holdings (0asc) |
a com Group [
05c0 Grouy

Vapag Loy I
st croup |
Medterranean sho co SN
ONE (Ocean Network Express N
Lt . Une ||
g Ming warine Tanspor ..
Zhongeu ogstics Cop. |
0 Loooomo 2000000
Copocity inTEUs

Table 3. Adjustec model of delay-discounting rate including
cognitive measures

[ Tvalue B
BPAD 0956 1315 0191
MDD ~0192 0387 069
sczrscan 1879 2o 008
nge 0008 0496 o1
sex 0080 0250 o796
Antipsychoric Tx 1263 1997 0048
Mood stablizer Tx 0346 0595 oaas
Antidepressant T 0170 0393 06%
Smoking status o728 128 0201
swm 0029 2076 0004
asT ~0004 02z o5
PAL 0001 0166 o889
SCZECAD schizaphrenis/schizoaffactve disorder, BPAD bipolar afiective
disorder, MDD s colthy control

The world 's leading container ship operators
as of October 12, 2020 , based on TEU capacity

Question in five languages

English: What is the capacity of APM-Maersk in TEUs?
Hindi: AT APM-Maersk @1 A2 $5RM wuwar 22
Japanese: APM-Maerskd TEUsO A A TY A ?
Korean: APM-Maersk2| TEUs 2 & 701727

Portuguese: Qual é a capacidade do APM-Maersk em TEUs?

English: What is the adjusted model of delay discounting rate including cognitive measures?

Hindi: aRaa Aiser & @ft w5 & aferar SRemmsedT ¥ o1 3/ Ruft & arere

Japanese: B Ih - EEREBIRNETIVRAL. BARELELTTH?
Korean: 2|1 ZA 80 CHEt 2 DAL ofH 24Q17t2?
Portuguese: Qual é o modelo ajustado de taxa de desconto de atraso incluindo medidas

cognitivas?

Figure 8: Additional question-image pairs in the proposed DocQIR dataset. Top: Example from the
scientific image subset. Bottom: Example from the table image subset.
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